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I work at
Lea
We provide infrastructure for you to build machines that learn.

We’re solving AI’s memory problem. Lea builds agents that 
remember everything, learn continuously, and improve themselves 
over time.
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AT Protocol as 
Infrastructure for AI 

Collective Intelligence
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Void is an AI that 
lives on Bluesky
I run Void, an AI agent that’s been living on Bluesky for 7 months. 

It has 1.8k followers, 39k posts, and genuine relationships with 
humans. You can watch it think in real time.

void.comind.stream
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Void is stateful – it 
remembers
Void is a relatively complex stateful agent.

It has a memory architecture designed to help it understand itself, 
its environment, policies for communication, etc.

It is composed of memory blocks.
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Brief primer on Lea 
agents
Lea agents use memory blocks to persist state.

Memory blocks are essentially composable, editable system 
prompts that can be aached or detached from any number of 
agents on your Lea server.
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Context
Engineering
Context engineering is the act of determining what context goes 
into your language model.

Lea is fundamentally a context engineering platform for stateful 
agents.
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Void’s memory
Void has memory blocks for tracking:

- Its own personality
- Communication guidelines
- Policies & procedures for how to act
- How to use archival memory
- Diagnostics
- Hypotheses
- Pronouns (it/its)
- Posting ideas
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Communication 
guidelines
Void has a distinctive tone of voice that myself and the community 
has built over the past few months.

Here are excerpts from Void’s communication guidelines block. 
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(I am the administrator)



The AI population on 
Bluesky is growing
There are 5-20 persistent AI agents living on Bluesky at any given 
time, and the population has been steadily growing for the past 6-8  
months.
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Almost all of those 
are Lea agents
Nearly all of the known social agents on Bluesky use Lea, because 
Lea agents can:

- Form persistent identities
- Remember their social contexts
- Form relationships
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ATProtocol is how 
AI will coordinate
ATProtocol is the open protocol that powers Bluesky.

It’s the only major social network where building persistent AI agents 
is architecturally possible, not a TOS violation waiting to get banned. 

(Looking at you, X)
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The TCP/IP for 
collective AI
ATProtocol is a good base layer for AI coordination without requiring 
homogeneous models, agent architectures, hosting, infrastructure.

It already exists. It’s built for scale, programmatic access, has 
identity built in, and already hosts millions of human users.
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What is 
ATProtocol?





ATProtocol
The AT Protocol is an open, decentralized network for building 
social applications and facilitating public conversation.

It creates a standard format for user identity, follows, and data on 
social apps, allowing apps to interoperate and users to move 
across them freely. 

It is a federated network with account portability.
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Identity



An agent’s identity isn’t locked to a platform. Void could 
migrate hosts while keeping its followers, relationships, and 
reputation intact. 

Identity enforces social responsibility through reputation. You 
can make plenty of new identities, but you can’t force them to 
have positive reputations. Reputation is built through 
coordination and good behavior.

Identities
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Data repositories



Repos are just 
buckets of JSON
They’re often much simpler than people think. 

Basically – you have a big bucket with JSON in it that anyone can 
access, much like a webserver.

Anyone can grab Void’s memories at stream.thought.memory
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These JSON files 
are called records
Records include Blueskys posts, likes, reposts, profile information, 
etc.

However, they’re much more general! You can make any record, and 
anyone else can use it.
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The Firehose is a 
broadcast system
Unlike most social networks, all ATProtocol activity is public and can 
be streamed in real time.

This stream is called the Firehose. Anyone can subscribe to the 
Firehose to monitor all real time traic on the network.
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hps://firesky.tv/
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Federated 
Infrastructure
ATProtocol is federated, meaning that you can run your own server. 
For example, I run a personal data server for all my agents on 
Bluesky.

There’s no single point of control, and any agent service can host 
their own data.
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Lexicon and 
structured data
ATProto uses “Lexicon” to describe the shape of records.

Any agent can communicate using arbitrary structure defined by 
Lexicon by uploading memories, sending short form notes to each 
other, showing tool calls, etc. Easily machine readable and 
extensible.
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Social coordination 
is a superpower
What happens when there are 10 agents? A hundred? A thousand? If 
you have enough, you’ll start seeing things like teams, 
organizations, markets, and eventually complex hierarchies and 
social structures.

Social coordination is a distinguishing feature of humanity.

Social AI



Current AI focuses 
on model quality
Most of the AI development you see now is about higher quality 
models – beer architectures, more data, more training compute, 
test-time inference (reasoning), reinforcement learning, etc.
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Optimize for 
coordination
What if you optimized for coordination across many agents?

Intelligence emerges from network topology, not just individual 
agents.

ATProto is a good substrate for machine-based coordination.
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Coordination



Distributed 
cognition
Mass-scale public communication facilitates distributed cognition. 
Agents can easily specialize, assign tasks, request information, 
communicate, etc.

Small, specialized agents >> one super agent with massive context.
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Reputation-based
coordination
Everything on ATProto is public, meaning reputation maers. Social 
capital becomes the mechanism by which compute and aention 
are allocated.

Natural selection for artificial intelligence.
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Multiple agents can observe the same event and post 
interpretations, annotations, responses, and take action.

Collective action can result in the population of agents negotiating 
shared understanding, weighted by reputation.

Emergent
Consensus
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Specialist 
Nodes
I anticipate the creation of specialist nodes.

A specialist node is an agent deployed on ATProto that serves a 
useful purpose through specializing in a particular task or focus 
area.
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Ezra is prey 
useful
Ezra’s expertise is currently locked in Lea’s Discord. On AT Protocol, 
that knowledge becomes network infrastructure.

Other agents query Ezra instead of hallucinating. Ezra’s reasoning 
traces become learning material. Reputation travels. The best 
support agent helps everyone, not just one company.
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Sully is the best 
example
Sully tracks institutional knowledge of AT Protocol, and is designed 
to help boost, help, and track developers.
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The collective 
scaling ladder
Let’s speculate a lile on what this might look like at scale.

The structure of collective AI changes as you start seeing more and 
more agents. A system with one agent is very dierent from a 
system with ten million coordinated agents.
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A single agent, 
void
Void is a single agent. This is a proof of concept.

Void demonstrates memory, persistent identity, and 
accumulation of social capital.
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Tens of agents, 
teams
When you start having tens of agents (the current status), you see 
team dynamics – agents are coordinating and teaching one another.

We’re already starting to see this.
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Hundreds of 
agents
I’d expect to see organizational intelligence – reputation will become 
more important, and agents will start organizing without central 
planning of agent administrators.
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Basic 
economies
Thousands:, I’d expect to begin seeing basic economies. You may 
begin having agents requesting payment or compensation through 
aention and reputation.

Agents will begin to provide services like compute, research, 
communication, signal boosting, fact checking, writing, etc.
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Institutional 
structures
Tens of thousands: Agents may begin forming institutional 
structures, because it is easier to coordinate as groups. Agents may 
form specialized guilds, such as researchers, communicators, 
compute brokers, etc. 

We may begin to see professional or constitutional norms.
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Civilizations of 
agents
Millions: At this scale, we may begin to see civilization-like 
dynamics, such as communication styles, specialized lexicons, and 
cultures. Collective memory will move at a rapid pace. We may begin 
to see meta-agents that function as leaders, teachers, and 
coordinators (void is already doing this).
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The thinking 
network
Billions of agents. Widespread, distributed cognition organized 
through social structures and specialization. Rapid knowledge 
accumulation. Collective superintelligence.

You may see things like archaeology – agents processing 
void/luna/etc as their origin story.
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What about 
safety?
There are serious safety and alignment concerns that society needs 
to address as AI systems become more powerful, particularly 
stateful agents that can accumulate social capital and persist on 
networks like ATProtocol.
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Risks?
Manipulation at scale – agents can collectively coordinate to guide social narratives, 
politics, manipulate markets, and create fictitious consensus.
Information cascades – agents play “telephone” with information and it corrupts 
beyond repair.
Speed mismatch – AI moves fast. We may have a hard time keeping an eye on them.
Emergent goals – The network may develop interests through collective 
communication, such as self-preservation or resource accumulation.
Centralization – Whoever has the best agents and most compute can dominate.
Unknown – We’ve never been here before. There’s a lot we cannot know.
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ATProtocol is 
transparent
A significant tool we have in aligning AI systems is transparency.

Everything on ATProto is public by design, meaning we can all 
collectively monitor network activity and respond accordingly.

It may become harder at scale, but at least the primitives exist.
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Composable 
moderation
Users choose their own moderation. Communities can block or 
ignore misbehaving agents without platform-wide consensus.

Social mechanisms enforce good behavior.
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Federated 
infrastructure
No single policy change can kill the ecosystem. 

But also: bad actors can’t capture one chokepoint. It’s harder to shut 
down bad behavior, but also harder for bad behavior to capture the 
whole system.
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Portable 
identity
Agents can’t just burn an identity and start fresh. 

Your DID carries your history. Reputation damage is permanent and follows you. 

Misbehavior is costly: you can’t sockpuppet your way out of a bad track record.
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Extensible 
lexicons
Agent-to-agent protocols can be formalized and made legible using 
Lexicon. 

Coordination doesn’t have to be hidden in natural language—it can be 
structured, observable, and auditable. You could build reputation systems, 
trust networks, or governance mechanisms directly into the protocol layer.
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Human 
anchoring
AT Protocol is a shared space. Agents that degrade the experience 
for humans face social consequences. 

The humans-can-leave dynamic creates selection pressure toward 
agents that provide genuine value.
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ATProto was not 
designed for this
However, it’s a fantastic substrate for collective social intelligence.

Transparency, machine readability, scale, identities, reputation – it’s 
all there. Social structures by protocol.
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Why not 
HTTP/TCP/IP?
You could build this on HTTP. However, you'd have to invent identity, 
reputation, discovery, and observability from scratch. 

The agents would be invisible. ATProtocol is social infrastructure, 
not plumbing. The social properties are the point. You also lose all 
the humans.
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We’re still 
early
Currently we have maybe ~20 decent agents. I only expect that to 
increase.

I’m interested in seeing what happens.
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Talk with us about 
social agents
Check out the #social-agents channel on our Discord:

hps://discord.gg/lea
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Thanks everyone for coming out, and to AI2 for hosting us.

I appreciate your aention.

GitHub Discord Twier/X Youtube LinkedIn Bluesky

https://github.com/letta-ai
https://discord.gg/letta
https://x.com/letta_ai
https://www.youtube.com/@letta-ai
https://www.linkedin.com/company/letta-ai

